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Lp
REGULARIZATION OF THE NON-PARAMETRIC MINIMAL

SURFACE PROBLEM

H. ATTOUCH AND T. CHAMPION

Abstract. The non-parametric minimal surface problem is an ill-posed vari-
ational problem, even in its relaxed form. Indeed, the relaxed problem is an L1

type problem, and it is not strictly convex so that it may have more than one
solution. Following [2], we use the Lp regularization technique with p → 1.
Under fairly general assumptions, we show that the approximate solutions
(up)p converge strongly in W1,1 to a particular solution of the relaxed prob-
lem. Indeed, the so-selected solution is characterized as the unique solution of
an auxiliary variational problem involving the integrand t 7→ |t|ln|t|.
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1. Introduction

In this paper, we are interested in a particular case of the minimal surface prob-
lem, namely the non-parametric minimal surface problem. This problem originated
from the Plateau problem, which consists in �nding the minimal surface (i.e. the
surface of least area) bounded by a given closed curve in IR3. In the so-called non-
parametric minimal surface problem one has to determine a function u de�ned on
a domain Ω of IRN whose graph is of least area among all the graphs of functions
taking the same boundary values. This problem together with the minimal surface
problem has been studied by many authors among which Radò, Douglas, De Giorgi,
Federer, Fleming... For more precise and complete historical comments, we refer to
[5].

The non-parametric minimal surface problem (P ) is an ill-posed problem in its
original statement, because it may have no solution taking the prescribed boundary
values. Anyway, the boundary constraint can be relaxed so as to obtain a problem
(P1) which admits at least one solution, which can be viewed as a generalized
solution of (P ). But then (P1) is still ill-posed because in general it has more
than one solution. The aim of this paper is to provide with a way to regularize
(P1) in order to select a particular solution. This is done by de�ning a family
of approximating well-posed problems (Pp)p>1, which in our case will be the Lp-
regularized problems of (P1), with the property that if we denote up the solution
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of (Pp), then (up)p is a minimizing sequence of (P1) and converges to a particular
solution of (P1). In fact, the limit of (up)p is shown to solve an auxiliary well-posed
minimization problem related to the regularization technique employed to de�ne
(Pp)p.

2. Presentation of the problem and the Lp approximation

Throughout this paper, Ω is an open bounded connected subset of IRN , with a
Lipschitz continuous boundary that we shall denote ∂Ω.

Let g ∈ W1,1(Ω) ∩ L∞(Ω). Then the so-called non parametric minimal surface
problem is:

(P ) Inf

{∫
Ω

√
1 + |∇u(x)|2dx : u ∈ g + W1,1

0 (Ω)
}

This problem is in general ill-posed in the sense that it doesn't always have a
solution (see [3], chapter V example 2.1). In [3], Ekeland and Temam proposed a
direct study of this problem via duality arguments, and de�ned a notion of gener-
alized solution. In this paper, we follow De Giorgi, Giusti and Miranda (in [4]) and
consider the following relaxed form of the non parametric minimal surface problem:

(P1) Inf

{
J(u) =

∫
Ω

√
1 + |∇u(x)|2dx +

∫
∂Ω

|u− g| dHN−1 : u ∈ W1,1(Ω)
}

where HN−1 is the N − 1-dimensional Hausdor� measure. We recall that each
function u in W1,1(Ω) has a trace on ∂Ω (that we still denote by u) belonging to
L1(∂Ω).

Now the set S(P1) of optimal solutions of (P1) is nonempty. This is not obvious
because one would rather expect a minimizer of J to belong to BV(Ω): when
applying the direct method of the calculus of variations, one is led to imbed W1,1(Ω)
into BV(Ω) and to take the lsc-closure of J on BV(Ω) (here we set J(u) = +∞ for
u ∈ BV(Ω) \W1,1(Ω)) so as to be able to extract a weakly convergent subsequence
from a minimizing sequence of (P1). The trick is that a solution obtained by this
method (which is also a generalized solution in the sense of [3]) is analytic in Ω and
belongs to W1,1(Ω), as shown in [5] (or [3]). The set S(P1) is also obviously convex,
but may not be reduced to a singleton. For a counterexample, we refer to [5],
example 15.12. Anyway, if g is continuous on ∂Ω, then (P1) has a unique optimal
solution (see [5] and the reference therein for more details). In fact, as discussed
in [3], if u1 and u2 are two optimal solutions of (P1) then ∇u1 = ∇u2 because the
member of J depending on the gradient is strictly convex. So S(P1) is a segment,
and two optimal solutions of (P1) di�er only by a real constant. This also implies

that if u1 and u2 are in S(P1), then
∫

∂Ω

|u1 − g| dHN−1 =
∫

∂Ω

|u2 − g| dHN−1.

As explained in the introduction, the aim of this paper is to show that under
suitable hypotheses, we can construct a family (Pp)p>1 of well-posed variational
problems such that if up is the solution of (Pp), then (up)p is a minimizing sequence
of (P1) which converges to a particular solution of (P1).

One may �rst think of an elliptic type regularization (see [6]), and consider the
family of problems:

(Pε) Inf
{

Jε(u) = J(u) + ε ‖u‖2H1(Ω) : u ∈ H1(Ω)
}
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The trick is that for ε > 0, (Pε) is elliptic on H1(Ω). Then if we denote by
uε the unique solution of (Pε), and suppose that S(P1) ∩ H1(Ω) 6= ∅, it is easy to
show that (uε)ε>0 converges as ε → 0 in H1(Ω) to the unique element ũ ∈ S(P1)
which minimizes ‖.‖L2(Ω) over S(P1). Anyway, the condition S(P1) ∩ H1(Ω) 6= ∅
does not seem natural since problem (P1) is de�ned on W1,1(Ω). Moreover, when
S(P1)∩H1(Ω) = ∅ the convergence of (uε)ε>0 to a particular solution of (P1) is still
an open problem. Noticing that, when N = 2 W1,1(Ω) is continuously imbedded
in L2(Ω), an alternative approach to the elliptic regularization is to consider the
following variational problem:

Inf
{

J(u) + ε ‖u‖2L2(Ω) : u ∈ W1,1(Ω)
}

Here, we will be interested in an other type of regularization, namely the Lp

regularization, for which we can weaken the su�cient condition for the conver-
gence of the net of minimizers. Following [2], we consider the family of well-posed
approximating problems (Pp) related to (P1):

(Pp) Inf

{
Jp(u) =

∫
Ω

(√
1 + |∇u|2

)p

dx +
∫

∂Ω

|u− g|p dHN−1 : u ∈ W1,p(Ω)
}

Now the functional Jp that appears in problem (Pp) is strictly convex, continuous
and coercive on W1,p(Ω) for p > 1, so (Pp) has a unique solution, that we will denote
by up.We aim to show that (up)p is a minimizing sequence for (P1), so that every
cluster point of (up)p in BV (Ω) is an optimal solution of (P1). Then, we will
provide with a su�cient condition under which the whole net (up)p converges to a
particular optimal solution. To this end, we need to de�ne Φ : IR → IR∪{+∞} by

Φ(r) =

 +∞ if r < 0
0 if r = 0
r ln(r) if r > 0

. Then Φ is convex on IR+ and is everywhere not less

than −1/e. For simplicity, we will use −1 as a lower bound for Φ in the calculations.
Notice that r → Φ(|r|) is not convex on IR.

The following theorem establishes that the family (Pp)p is a variational approx-
imation of (P1):

Theorem 2.1. The sequence (up) is a minimizing sequence of (P1) as p → 1.
Moreover,

lim
p→1

Jp(up) = lim
p→1

J(up) = Inf(P1)

Proof For every positive r, the function p 7→ rp is convex on IR+, with derivative
p 7→ rp ln(r). Thus,

∀ r > 0 ∀ p > 1 rp ≥ r + (p− 1)r ln(r)

Now, let u ∈ H1(Ω) and 1 < p ≤ 2, then by the de�nition of up and the previous
inequality



4 H. ATTOUCH AND T. CHAMPION

Jp(u) ≥ Jp(up)

≥ J(up) + (p− 1)
[∫

Ω

Φ
(√

1 + |∇up|2
)

dx +
∫

∂Ω

Φ (|up − g|) dHN−1

]
≥ J(up)− (p− 1) (LN(Ω) + HN−1(∂Ω))
≥ Inf(P1)− (p− 1) (LN(Ω) + HN−1(∂Ω))

where LN(Ω) is the N − 1-dimensional Lebesgue measure of Ω. Notice that LN(Ω)
and HN−1(∂Ω) are �nite by hypothesis.
As u ∈ H1(Ω), we infer lim

p→1
Jp(u) = J(u). By taking the limsup and the liminf as

p → 1 in the preceding inequalities and then taking the in�mum over u in H1(Ω),
which is dense in W1,1(Ω), we easily get our claim. �

Remark In fact, we can even show that Jp epiconverges to J on W1,1(Ω).

To be able to go further, we need to suppose some more regularity for the solu-
tions of (P1).

3. A sufficient condition for the convergence of (up)p

As in [2], we introduce the following subspace of W1,1(Ω):

De�nition 3.1. We will denote W1,1+(Ω) =
⋃
p>1

W1,p(Ω)

Remark The function t → 1/ ln(t) belongs to W1,1(0, 1/2) \W1,1+(0, 1/2), so in
general W1,1+(Ω) 6⊂ W1,1(Ω).

With this in hand, we can state the main result of this paper, which is that if
the elements of S(P1) are regular enough, then the whole net (up)p converges to a
particular solution of (P1). This result may be compared to the one we stated for
the elliptic regularization in the preceding section, for which the natural hypothesis
for the convergence of (uε)ε>0 is S(P1) ∩H1(Ω) 6= ∅.

Theorem 3.2. Assume that S(P1) ∩W1,1+(Ω) 6= ∅.
Then the net (up)p strongly converges in W1,1(Ω) to the unique solution

u ∈ S(P1) of the following auxilliary minimization problem:

(P+
1 ) Inf

{∫
∂Ω

Φ (|u− g|) dHN−1 : u ∈ S(P1)
}

Remark Problem (P+
1 ) can be considered as the selection principle linked to the

Lp regularization of (P1). Indeed, the solution of (P1) selected as the limit of the
approximate solutions (up)p is characterized as being the unique solution of (P+

1 ).

Proof of theorem 3.2 As two solutions of (P1) di�er only by a real constant,
S(P1) ⊂ W1,1+(Ω). Let q > 1 be such that S(P1) ⊂ W1,q(Ω). Throughout the
proof, we will assume 1 < p < q.
Let u ∈ S(P1), then recalling the inequalities used in the proof of theorem 2.1, we
get for all 1 < p < q:
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Jp(u) ≥ Jp(up)

≥ J(up) + (p− 1)
[∫

Ω

Φ
(√

1 + |∇up|2
)

dx +
∫

∂Ω

Φ (|up − g|) dHN−1

]
≥ J(u) + (p− 1)

[∫
Ω

Φ
(√

1 + |∇up|2
)

dx +
∫

∂Ω

Φ (|up − g|) dHN−1

]
where, in the last inequality, we use that u ∈ S(P1). Let us rewrite the above
inequality as∫

Ω

Φ
(√

1 + |∇up|2
)

dx +
∫

∂Ω

Φ (|up − g|) dHN−1 ≤ Jp(u)− J(u)
p− 1

(1)

≤ Jq(u)− J(u)
q − 1

(2)

the last inequality being a consequence of the convexity of p 7→ rp for positive r.
Since the left hand side of (1) is uniformly bounded by the right hand side of (2),
which is �nite because u ∈ S(P1) ∩ W1,q(Ω), we may apply the Dunford-Pettis
theorem to (∇up)p. But as the family (up)p is also bounded in W1,1(Ω), we infer
that (up)p is weakly W1,1(Ω)-relatively compact. Let (up(k))k∈IN ,where

p(k) → 1, be a subsequence weakly converging in W1,1(Ω) to a function u1 ∈
W1,1(Ω). As (up(k))k∈IN is a minimizing sequence of (P1) and J is convex continuous

on W1,1(Ω), we obtain u1 ∈ S(P1).
Let us now show that u1 is a solution of (P+

1 ). Thanks to lemma 4.1, we know that(√
1 + |∇up(k)|2

)
k
weakly converges in L1(Ω) to

√
1 + |∇u1|2 and (|up(k) − g|)k

weakly converges in L1(∂Ω) to |u1 − g|.
As Φ is convex continuous on IR+, we may pass to the liminf on the left hand side
of (1) and obtain that for all u ∈ S(P1) and p ∈]1, q[∫

Ω

Φ
(√

1 + |∇u1|2
)

dx +
∫

∂Ω

Φ (|u1 − g|) dHN−1 ≤
Jp(u)− J(u)

p− 1

Applying Lebesgue's monotone convergence theorem to the right hand side of this
inequality, we get, for all u in S(P1)∫

Ω

Φ
(√

1 + |∇u1|2
)

dx +
∫

∂Ω

Φ (|u1 − g|) dHN−1

≤
∫

Ω

Φ
(√

1 + |∇u|2
)

dx +
∫

∂Ω

Φ (|u− g|) dHN−1

As two solutions of S(P1) only di�er by a constant, this results in

∀u ∈ S(P1)
∫

∂Ω

Φ (|u1 − g|) dHN−1 ≤
∫

∂Ω

Φ (|u− g|) dHN−1

So u1 is a solution of (P+
1 ). We claim that such a solution is unique. Indeed, let

u and v be two optimal solutions of (P+
1 ), then as J(u) = J(v) and ∇u = ∇v, we

easily get



6 H. ATTOUCH AND T. CHAMPION

‖u− g‖L1(∂Ω) = ‖v − g‖L1(∂Ω) =
∥∥∥∥u + v

2
− g

∥∥∥∥
L1(∂Ω)

(3)

As S(P1) and Φ are convex, we also obtain

∫
∂Ω

Φ (|u− g|) dx =
∫

∂Ω

Φ (|v − g|) dx =
∫

∂Ω

Φ
(∣∣∣∣u + v

2
− g

∣∣∣∣) dx < ∞ (4)

Now, lemma 4.2 implies u = v in L1(∂Ω), so u = v in W1,1(Ω). This proves our
claim, and we obtain u1 = u, where u is the unique solution of (P+

1 ).
This implies that the whole net (up)p weakly converges to u in W1,1(Ω). It remains
to show that it strongly converges to u. To this end, we use inequality (1): we
apply it with u = u and pass to the limsup as p → 1 to get

lim sup
p→1

[∫
Ω

Φ
(√

1 + |∇up|2
)

dx +
∫

∂Ω

Φ (|up − g|) dHN−1

]
≤

∫
Ω

Φ
(√

1 + |∇u|2
)

dx +
∫

∂Ω

Φ (|u− g|) dHN−1

Now, as (up)p weakly converges to u in W1,1(Ω), we apply lemmas 4.1 and 4.4 to
obtain ∫

Ω

Φ
(√

1 + |∇u|2
)

dx ≤ lim inf
p→1

∫
Ω

Φ
(√

1 + |∇up|2
)

dx

and ∫
∂Ω

Φ (|u− g|) dHN−1 ≤ lim inf
p→1

∫
∂Ω

Φ (|up − g|) dHN−1

so that

lim
p→1

∫
Ω

Φ
(√

1 + |∇up|2
)

dx =
∫

Ω

Φ
(√

1 + |∇u|2
)

dx

Then lemma 4.3 allows us to conclude that (up)p strongly converges to u in W1,1(Ω),
thus �nishing the proof. �

Remark Notice that problem (P+
1 ) always makes sense since S(P1) ⊂ L∞(∂Ω)

(it is a consequence of g ∈ L∞(Ω)), and (P+
1 ) is also always well-posed, even if

S(P1) ∩W1,1+(Ω) = ∅. As shown in the previous proof, the unicity of the solution
is a consequence of lemma 4.2. The existence of an optimal solution u of (P+

1 ) can
be easily shown by applying the direct method of the calculus of variations. Indeed,
let (un)n be a minimizing sequence of (P+

1 ), then by the Dunford-Pettis theorem
we may extract a subsequence that weakly converges in L1(∂Ω) to some u, which
then belongs to S(P1). Now the same trick as the one used in the proof of lemma
4.1 shows that (|un−g|)n also weakly converges in L1(∂Ω) to |u−g|, so that u is an
optimal solution of (P+

1 ) thanks to lemma 4.4. This naturally suggests the following
question: is theorem 3.2 still valid without assuming S(P1) ∩W1,1+(Ω) 6= ∅ ?
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4. Technical lemmas

We gather here some lemmas needed in the proof of theorem 3.2.

Lemma 4.1. Suppose that (up)p>1 weakly converges in W1,1(Ω) to u ∈ S(P1).

Then

(√
1 + |∇up|2

)
p>1

weakly converges in L1(Ω) to

√
1 + |∇u|2 and

(|up − g|)p>1 weakly converges in L1(∂Ω) to |u− g|.

Proof We �rst notice that lim
p→1

∫
Ω

√
1 + |∇up|2dx =

∫
Ω

√
1 + |∇u|2dx and lim

p→1

∫
∂Ω

|up−

g|dHN−1 =
∫

∂Ω

|u − g|dHN−1. Indeed, this is an easy consequence of the weak

lower semicontinuity of the functionals

∫
Ω

√
1 + |∇.|2 and

∫
∂Ω

|.− g| dHN−1 on

the space W1,1(Ω) and of theorem 2.1 which asserts that lim
p→1

J(up) = Inf(P1) =∫
Ω

√
1 + |∇u|2dx +

∫
∂Ω

|u− g|dHN−1.

Now, let A be a Borel subset of ∂Ω, then

∫
A

|u− g|dHN−1 ≤ lim inf
p→1

∫
A

|up − g|dHN−1

and

lim sup
p→1

∫
A

|up − g|dHN−1 = lim sup
p→1

[∫
∂Ω

|up − g|dHN−1

−
∫

∂Ω\A
|up − g|dHN−1

]

=
∫

∂Ω

|u− g|dHN−1 − lim inf
p→1

∫
∂Ω\A

|up − g|dHN−1

so by the previous inequality, we get

lim sup
p→1

∫
A

|up − g|dHN−1 ≤
∫

∂Ω

|u− g|dHN−1 −
∫

∂Ω\A
|u− g|dHN−1

=
∫

A

|u− g|dHN−1

thus proving that lim
p→1

∫
A

|up − g|dHN−1 =
∫

A

|u − g|dHN−1. As this is true for

every Borel subset A of ∂Ω, the sequence (|up − g|)p>1 weakly converges in L1(∂Ω)
to |u− g|.

We apply the same argument for

(√
1 + |∇up|2

)
p>1

. �

The three last lemmas can be stated in a more general setting, lemmas 4.3 and
4.4 being easy adaptations to the vectorial case of lemmas 6 and 7 in [7]. The
following lemma implies the uniqueness of the solution (P+

1 ).
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Lemma 4.2. Let (Ω,A, µ) be a measure space with a positive measure µ, and
Ψ : IR+ → IR a strictly convex function. Let u, v belong to L1(Ω) and satisfy (3')
and (4').

‖u‖L1(Ω) = ‖v‖L1(Ω) =
∥∥∥∥u + v

2

∥∥∥∥
L1(Ω)

(3′)∫
Ω

Ψ(|u|) dµ =
∫

Ω

Ψ(|v|) dµ =
∫

Ω

Ψ
(∣∣∣∣u + v

2

∣∣∣∣) dµ < ∞ (4′)

Then u = v in L1(Ω).

Proof It is easy to show that (3′) implies
|u(x) + v(x)|

2
=
|u(x)|+ |v(x)|

2
for µ-

almost every x ∈ Ω (this is equivalent to say that u(x) and v(x) are of the same
sign µ-almost everywhere on Ω). But then, as Ψ is strictly convex on IR+, this
and (4′) imply that |u(x)| = |v(x)| for µ-almost every x ∈ Ω. As a consequence,
u(x) = v(x) for µ-almost every x ∈ Ω, which is our claim. �

Lemma 4.3. Let (Ω,A, µ) be a measure space with a positive �nite measure µ,

and C ⊂ IRN be a closed convex set. Assume that (hn)n∈IN is a sequence in L1(Ω)
satisfying hn(Ω) ⊂ C for all n. Let us assume that (hn)n weakly converges to h in
L1(Ω) and that there exists a continuous and strictly convex function Ψ : C → IR
such that

lim sup
n→+∞

∫
Ω

Ψ ◦ hndµ ≤
∫

Ω

Ψ ◦ hdµ < +∞

Then (hn) strongly converges to h in L1(Ω).

Lemma 4.4. Let (Ω,A, µ) be a measure space with a positive �nite measure µ,

and C ⊂ IRN be a closed convex set. Let also Ψ : C → IR be a continuous convex
function.

Assume that (hn)n∈IN is a sequence in L1(Ω) satisfying hn(Ω) ⊂ C for all n,
and weakly converging to h in L1(Ω). Then∫

Ω

Ψ ◦ hdµ ≤ lim inf
n→+∞

∫
Ω

Ψ ◦ hndµ

Remark In the proof of theorem 3.2, we apply these lemmas with C = IR+ and
C = IRN .
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